Abstract—Air traffic control voice (i.e., utterance) transcript data is often underutilized in the context of airspace analysis, despite its increasing availability. This provides an opportunity, as controller utterances contain operational directives which typically have to be inferred from aircraft trajectory state data. Direct knowledge of such directives would enable, enhance or expedite various analyses efforts such as Area Navigation (RNAV) procedure assessment, airspace redesign or air traffic controller workload studies. Despite the fact that transcribed utterances can be free-form (or loosely structured), controller utterances fit into a finite number of categories. To this end, we propose using domain knowledge to create an effective Warm-Start strategy for the Non-Negative Matrix Factorization (NMF), which in turn can be used to automatically categorize utterance transcripts. Exploiting domain knowledge yields two key insights: the number of topics to expect from the collection of utterances, and the partial list of terms to expect from the aforementioned topics. Knowing the number of topics implies the desired rank of the factorization and hence removes a significant free parameter from the NMF algorithm. Coupling the partial list of topic terms can be used to create the (warm-start) initial guess matrix to the NMF algorithm. Using human and machine transcribed voice data, we show that our approach closely matches manually labeled (i.e., by subject matter experts) utterances, and compares favorably against the Partially Labeled Latent Dirichlet Allocation (PL-LDA) algorithm. Furthermore, we “stitch” labeled utterances from the DA WGS Standard Instrument Departure (SID) and FLCON Standard Terminal Arrival Route (STAR) to their corresponding trajectories, and propose a novel procedure analysis methodology via geospatialutterance heatmaps.

I. INTRODUCTION

Voice (“utterance”) data is an integral part of modern aviation, as pilots rely on verbal guidance from air traffic controllers during all phases of flight. Acquisition of utterance data has been more common world-wide, as various research institutions form alliances with local airports and air traffic control centers (e.g., [5], [6], [16], [25]).

With the increasing availability of utterance data comes the tremendous opportunity to mine and extract content from such data. Typically, aviation analysts only have access to trajectory states, from which they must deduce directives such as a speed adjustment or a vector. Though algorithms can be written to identify such directives from trajectory data, ensuring accuracy of such deductions can be difficult. Having access to utterance data would significantly lessen ambiguity from such assertions. However, since each of the 22 air traffic control centers in the National Airspace System (NAS) can generate hundreds of thousands of utterances in one day, manual analysis of utterances is undesirable.

In this paper, we consider the Non-negative Matrix Factorization (NMF) algorithm to automatically classify and label utterance transcripts given user-defined topics, such as “speed”, “altitude” or “weather". The NMF is an optimization-induced matrix decomposition technique that decomposes a non-negative matrix into the product of two non-negative matrices. In the literature, the NMF has been used for identifying “topics” from a corpus, as well as roughly identifying what percentage each topic appears in a specific document belonging to the corpus. We note that the term “topic” in the document analysis literature refer to a collection of words or terms that pertain to one subject. For example, the “altitude directives” topic might contain the terms “descend”, “climb” and “flight level”. Having access to the utterance topics, in turn, supports multiple air traffic management analysis activities such as: providing inputs to air traffic controller workload models and understanding where flights get vectored off Optimized Profile Descents (OPDs).

Ensuring classification accuracy with the NMF can be challenging, however. Since the NMF is an explicit optimization process, the supplied initial guess strongly affects convergence to a solution. Furthermore, the rank of the factorization matrices is typically a required input to the NMF algorithm, and can play a significant role in the quality of the solution. Our main contribution in this paper is to propose a “warm-start" strategy to combat the two aforementioned challenges. In the optimization literature, “warm-start" strategy is a methodology that supplies an optimization algorithm with a superior initial guess. The warm-start strategy we develop leverages domain knowledge to both create a reasonable hypothesis for the rank of the NMF factorization matrices and create a strong initial guess to the NMF algorithm.

Our proposed algorithmic approach assumes that two main challenges have been addressed. First, since utterance data comes in one continuous stream, it must be segmented into utterances to facilitate transcription. Though we will not focus on acoustic segmentation in this paper, we note that many works have proposed various algorithms to tackle such problems (e.g., [7], [9] and [10]). The second challenge involves transcribing the segments of voice data to text files.

Classification of Air Traffic Controller Utterance Transcripts via Warm-Start Non-Negative Matrix Factorization

Marco Enriquez
The MITRE Corporation
Center for Advanced Aviation System Development (CAASD)
McLean, Virginia, USA
menriquez@mitre.org
Both research and commercial voice transcription software exist, and can do an adequate job of transcription given that a certain level of fidelity is met and that the speaker properly enunciates words. Since controller utterance data gathered from facilities may not always satisfy the two aforementioned assumptions, the software-generated transcription will likely contain errors. Granted that these errors are not severe, we can leverage the NMF to analyze the transcriptions. Before proceeding, we note that some of these challenges regarding transcription and classification will be addressed once the Federal Aviation Administration (FAA) fully implements their Data Communications (DataComm) initiative, which would enable pilots and air traffic controllers to replace routine and repetitive communications with digital textual messages [1], [19]. To our knowledge, however, the FAA still plans for air traffic controllers to use voice messages for non-commonplace communications.

Though many other prominent topic identification algorithms exist in the literature (e.g., Latent Semantic Allocation [8] and Latent Dirichlet Allocation [4]), we choose the NMF for the following reasons. First: we claim that the algorithmic and mathematical framework of the NMF easily supports “warm-start” strategies, allowing analysts to exploit aviation domain knowledge to improve transcript classification quality. Second: the NMF is readily interpretable due to the non-negative weights it produces, which is useful for classifying the utterance transcripts. (We show concrete examples of utterance classification via the NMF in the third section of this paper.) Third: we show that using a simple variant of the NMF, when coupled with our proposed warm-start strategy, is enough to obtain great classification results. Specifically, in this work, we use Lee and Seung’s NMF algorithm [17] which only relies on matrix-matrix multiplications1. It is worth noting that the aforementioned algorithm is also minimally reliant on tuning parameters. To the author’s knowledge, these desirable features are not all present in any other topic detection algorithm. Indeed, Latent Semantic Allocation (LSA) requires a singular value decomposition (SVD). It is well known that the SVD incurs an $O(n^3)$ computational cost in general; for large datasets, we must rely on less expensive algorithms that can approximate the singular vectors and values of a matrix (e.g., [12]). Further, due to the orthogonality condition of the singular vectors, LSA cannot account for multiple meanings of a word (i.e., polysemy). Latent Dirichlet Allocation (LDA), on the other hand, does not offer an obvious way to incorporate supervised terms into its learning process. LDA may also require hyper-parameter tuning to improve classification results. Hyper-parameter tuning aside, there are variants of LDA that incorporate supervision; to our knowledge, the LDA variant most similar to the approach we propose here is the “Partially Labeled LDA” (PL-LDA) [27]. In addition to the hyper-parameters from the LDA algorithm, the PL-LDA introduces four extra algorithmic parameters: the number of background topics, the number of topics per label, a term smoothing term and a topic smoothing term. We will show that the “warm-start” NMF (WS-NMF) performs favorably compared to the PL-LDA.

The paper is organized as follows. The second section discusses the methodology of this work. The third section analyzes human and machine transcribed utterances, and presents accuracy results. The fourth section associates each utterance label to trajectory data, and proposes various areas that could be researched as a result. The final section concludes.

II. METHODOLOGY

Non-Negative Matrix Factorization can be attributed to Lawton and Sylvester [15] who decomposed a continuous curve into the non-negative linear combination of two functions. Lee and Seung [17] popularized the NMF by proving that straightforward multiplicative update rules suffice to compute the NMF. Since Lee and Seung’s work, more complex variants of the NMF algorithm appeared in the literature, such as sparseness-constrained NMF [13], NMF via alternating non-negativity constrained least squares [14], and NMF via projected gradient methods [20]. Though our warm-start strategy is applicable to any NMF algorithm, we will focus on Lee and Seung’s algorithm for the remainder of this paper.

Mathematically, the NMF problem can be stated as follows: given a matrix $A \in \mathbb{R}^{m \times n}$ (note that the subscript implies $A$ only contains non-negative entries) and the desired rank $r$, find matrices $W \in \mathbb{R}^{m \times r}$ and $H \in \mathbb{R}^{n \times r}$ such that $A \approx WH^T$. NMF has been used for many applications such as facial feature decomposition (e.g., [11] and [26]) and document topic identification (e.g., [17] and [31]). We rely on the latter in order to classify utterance transcripts. In the context of document topic identification, each column of $A$ (referred to in this setting as the document term matrix) corresponds to a word or term found across all documents, while each row of $A$ corresponds to a specific document. The values on the $i^{th}$ row of $A$ then reflect how often specific terms appear in document $i$. Performing the NMF will then induce a representation of each document (i.e., each row of $A$) as a linear combination of $r$ topics, with the columns of $W$ illuminating the $r$ identified topics and with the rows of $H^T$ containing the weights on each topic.

Typically, we compute the NMF of a matrix by solving the following optimization problem for a fixed positive integer $r$:

$$
\min_{W \in \mathbb{R}^{m \times r}, H \in \mathbb{R}^{n \times r}} \| A - WH^T \|_F^2 \quad (1)
$$

where the subscript $F$ denotes the Frobenius norm, defined as the following for a matrix $X \in \mathbb{R}^{m \times n}$:

$$
\|X\|_F = \sqrt{\sum_{i=1}^{m} \sum_{j=1}^{n} X_{i,j}^2}.
$$

To solve the optimization problem (1), Lee and Seung [17] proposed the following alternating multiplicative update rules:

$$
H \leftarrow H \frac{(W^TA)}{(W^TWH)} \quad W \leftarrow W \frac{(AH^T)}{(WHH^T)}. \quad (2)
$$

1We note that the computational complexity of matrix-matrix multiplications is $O(n^k)$ for some $k$ between 2 and 3 (e.g., Strassen’s algorithm, with computational complexity $O(n^{log_2 7})$). Furthermore, automatic software optimization packages exist to further accelerate computations, such as ATLAS [30]. Finally, we remark that matrix-matrix multiplication trivially scales as it is an embarrassingly parallel computation.
Algorithm 1 Warm-Start NMF (WS-NMF) for analyzing utterance transcripts.

1: **Input**: \( r \) groups of terms, each group representing a topic
2: **Input**: \( A \in \mathbb{R}^{m \times n} \), with \( m \) terms across \( n \) transcripts
3: **Input**: weight and pertinence parameters \( \alpha, \delta \in \mathbb{R}_+ \)
4: Initialize \( W^0 = \text{zeros}(m, r) \), \( H^0 = \text{rand}(r, n) \)
5: for \( j = 1 \) to \( r \)
6: for \( i = 1 \) to \( m \)
7: Set \( W^0_{i,j} = \alpha \) if term \( i \) is in topic \( j \)
8: \( \bar{W}, \bar{H} = \text{NMF}(W^0, H^0, \text{max_iter}) \)
9: for \( k = 1 \) to \( n \)
10: Label transcript \( k \) with topics where \( \bar{H}_{k,:} > \delta \)

(Nota the matrix-matrix divisions are conducted element-wise in the equations above.) Compared to other NMF variants mentioned above, Lee and Seung’s algorithm is desirable because it is simple to implement, as it only requires matrix-matrix multiplications. Algorithms capable of matrix-matrix multiplication have been implemented for various platforms – using both the serial and parallel computing paradigms – and are readily available (e.g., BLAS [3], LAPACK [2], and NumPy [24]). Further, Lee and Seung’s algorithm does not rely on tunable parameters and is provably convergent to a local minimizer. We state Lee and Seung’s main result here:

**Theorem 1.** The Euclidean distance \( \|V - WH\| \) is non-increasing under the update rules (2). The Euclidean distance is invariant under these updates if and only if \( W \) and \( H \) are at a stationary point of the distance.

For a proof of the above theorem, as well as alternate NMF objective functions which can also be minimized via multiplicative update rules (e.g., the Kullback-Liebler divergence), we refer the readers to [18].

It is well known that the NMF suffers from two main drawbacks: first, the rank \( r \) of the factorization matrices (i.e., \( W \) and \( H \)) need to be known a-priori. It is clear from the NMF problem that the chosen rank \( r \) plays a significant role in the quality of the induced factorization. Second, unlike famous matrix decompositions such as the Singular Value Decomposition (SVD), NMF does not yield a unique decomposition. Since the NMF is an optimization process, the starting guess provided to the optimizer greatly affects the algorithmic solution.

We claim that we can bypass the two above challenges, however, due to the nature of the problem we wish to solve and our domain knowledge. Since we are trying to classify utterance transcripts into a few known categories, the value of \( r \) should also be known to us. Further, domain knowledge also allows us to generate words that partially constitute each topic bin. We can translate this into a superior initial guess for the topic matrix \( W \). Algorithm 1 details the generation of the warm-start initial guess to the NMF algorithm, as well as how to use the output of the NMF algorithm to classify transcripts.

In algorithm 1, we begin by supplying four inputs. First, we need to identify the pertinent topics we wish to classify the utterances with, and supply a few related terms per each topic. Second, we need to generate the document term matrix from the utterance transcripts. For the analysis here, we consider a “bag-of-words” model (i.e., we assume that ordering of words in the transcripts do not matter). We count the occurrence of each unique term across all transcripts, excluding commonly used words that add no contextual value. These term counts can then be transformed via schemes that illuminate specific terms’ importance to the corpus, or hidden inter-term relationships. Furthermore, we create “n-grams” to consider multiple word terms in the analysis. (For example, a 2-gram segmentation of the sentence “The sky is blue” will yield the terms “the sky”, “sky is” and “is blue”). We use the term frequency–inverse document frequency (tf-idf) update [29] for this work, whose output is stored in the document term matrix in a fashion described earlier. Third, the parameter \( \alpha \) represents the weight we wish to give the entries in the initial topic matrix, \( W^0 \). Fourth, the parameter \( \delta \) quantifies the minimum value that the converged weight matrix’s entry (i.e., \( \bar{H}_{i,j} \)) must have in order for it to be considered significant. Since the value chosen for \( \alpha \) affects the magnitude of the matrices \( \bar{W} \) and \( \bar{H} \), the appropriate value for \( \delta \) should be chosen for each \( \alpha \). (We note that these parameters are not hard to select in practice; for all the tests we consider here, we set \( \alpha = 1 \) and \( \delta \) to be machine-epsilon, \( \epsilon_{\text{mach}} \).)

Given these inputs, lines 4 to 7 then describe how to initialize the topic matrix \( W \), given a guess for the topic bins. In turn, the initial guesses \( W^0 \) and \( H^0 \) are passed to the NMF algorithm in line 8. After the NMF call, we take the topic weight matrix \( \bar{H} \) and perform the classification; indices where values of the \( k^{\text{th}} \) row of \( \bar{H} \) is greater than some tolerance \( \delta \) correspond to the topics utterance \( k \) is associated with.

The NMF algorithm we use in algorithm 1 can be any algorithmic variant capable of explicitly receiving an initial guess for the weight and topic matrices. Algorithm 2 implements Lee and Seung’s NMF algorithm to minimize objective function 1. In algorithm 2, the update schemes (2) are implemented in lines 5 to 6. We repeat the update rules until the difference between \( A \) and \( WHH^T \) are small in norm, or a certain number of iterations have been reached.

Though not mentioned in algorithm 1, the topic matrix \( \bar{W} \) (i.e., the topic matrix after convergence of the NMF algorithm) warrants closer examination. Recall that we only supplied the NMF algorithm a partial list of topics. Analyzing \( \bar{W} \) will yield extra terms that belong to each topic, which itself can highlight interesting information. Recalling the example mentioned in the introduction, suppose we initialized the
which comprise these topics can be found in Table III. Further, in test D, we test each algorithm’s ability to determine the one dominant topic. Hence, no false-positive metrics were tracked for this test.

Accuracy results, as well as a detailed description of each test, are shown in tables IV and V. Accuracy of the algorithm is determined by comparing the algorithm’s labeling of the transcripts to subject matter experts’ consensus. The initial guess topic list used is listed in II. The parameters \( \alpha \) and \( \delta \) were chosen as 1 and \( \epsilon_{\text{mach}} \) (i.e., machine-epsilon), respectively, for the WS-NMF algorithm. The results from the WS-NMF algorithm can be seen in Table IV. We use the Stanford Topic Modeling Toolbox [28] to perform the PL-LDA for all tests shown here. Preparing data for use with the PL-LDA algorithm was a fairly straightforward process that parallels steps 4 to 7 in algorithm 1; if an initial guess term (from table I for tests A, B or C, or table III for test D) matches an utterance, that topic associated with that term was assigned to the utterance. Otherwise, no topics were assigned to the utterance. Due to the non-sparse nature of the topic weights generated by the PL-LDA inference process, the thresholding parameter \( \delta \) plays an important role in the classification results, and the false-positive rate. Table V shows the PL-LDA accuracy results for multiple values of the thresholding parameter. We see that the WS-NMF compares favorably to the PL-LDA across all tests, even after using the best thresholding parameter for the PL-LDA algorithm. Also, note that for the human-transcribed utterances, the number of false positives generated by the WS-NMF is considerably less than the PL-LDA. Altering some parameters in the PL-LDA might yield better results; we noticed, for example, that setting the number of allowed background topics for the PL-LDA to 3 increased the accuracy of tests A, C and D by 1 – 2%, decreased the accuracy of test B by roughly 1%, and reduced the false-positive rates across all tests by roughly 10%. Further increase of the allowed background topics yielded no further improvements, however. The same could be said for the number of topics per label, which was set to 1. Further, for all the examples we consider here, the term smoothing and topic smoothing parameters were both set to 0.01 – the values suggested by the TMT toolbox examples.

We also note that our proposed approach has similar functionality to the PL-LDA. First, we refer to Table VI, which highlights the topic weights given by the WS-NMF and the PL-LDA for select transcripts from test C. We note that both algorithms are capable of identifying multiple topics, as seen in the fourth row of Table VI. The WS-NMF, however, produces sparse weight vectors – facilitating classification of the utterances. In turn, this reduced the number of false-positives incurred during classification. We also point out that both the WS-NMF and PL-LDA can easily identify “outlier” transcripts, potentially highlighting non-common communications between the air traffic controller and the pilot. In turn, this can be used for aircraft safety and risk analysis. The WS-NMF algorithm identifies outliers by assigning a zero weight to all topics, whereas the PL-LDA assigns a high weight to the “latent” topic. In Table VI, we see how the WS-NMF and the PL-LDA identifies a transcript that belongs to a different

<table>
<thead>
<tr>
<th>Altitude</th>
<th>Speed</th>
<th>Hold</th>
<th>Vector</th>
<th>Transfer</th>
</tr>
</thead>
<tbody>
<tr>
<td>climb</td>
<td>mach</td>
<td>hold</td>
<td>vector</td>
<td>contact</td>
</tr>
<tr>
<td>descend</td>
<td>speed</td>
<td>clearance</td>
<td>resume</td>
<td></td>
</tr>
<tr>
<td>cross</td>
<td>knots</td>
<td>heading</td>
<td></td>
<td></td>
</tr>
<tr>
<td>now to</td>
<td>increase</td>
<td>turn</td>
<td></td>
<td></td>
</tr>
<tr>
<td>reduce</td>
<td>degrees</td>
<td>direct</td>
<td></td>
<td></td>
</tr>
<tr>
<td>resume</td>
<td>cleared</td>
<td>proceed</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table I: Initial topic list for tests A,B and C.

<table>
<thead>
<tr>
<th>Altitude</th>
<th>Speed</th>
<th>Hold</th>
<th>Vector</th>
<th>Transfer</th>
</tr>
</thead>
<tbody>
<tr>
<td>maintain</td>
<td>maintain</td>
<td>dirty</td>
<td>Atlanta</td>
<td></td>
</tr>
<tr>
<td>flight</td>
<td>able</td>
<td>center</td>
<td></td>
<td></td>
</tr>
<tr>
<td>level</td>
<td>spacing</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table II: Extra terms identified by both the WS-NMF and the PL-LDA algorithms from Test C. Note that both algorithms identified the exact set of terms independently.

“altitude directives” topic with the terms “descend”, “climb” and “flight level”. The appropriate column of \( \tilde{W} \) might also indicate that the term “maintain altitude” belongs to the “altitude directives” topic.

## III. Utterance Transcript Analysis

In this section, we test our proposed approach by running algorithm 1 on two types of transcribed utterances. Tests A, B and C use algorithm 1 on human-transcribed controller utterances. The data used for tests A, B and C are utterances transcribed from the Atlanta Air Route Control Center (ZTL), taken on April 4, 2012 from 1100Z-0100Z. Across these three tests, we consider audio transcripts from varying flight levels (FL) of both the DAWGS Standard Instrument Departure (SID) and FLCON Standard Terminal Arrival (STAR). We classify transcripts from tests A, B and C with the topics: altitude change, speed change, holding, vectoring or transfer of control. Subject matter experts provided an initial guess of terms which comprise these topics, which are listed in Table I. In Test D, we test our algorithm on transcripts generated by Automated Speech Recognition (ASR) software. The voice data from Test D come from a Human-In-The-Loop (HITL) simulation for the Northern California Terminal Radar Approach Control (TRACON). The software Loquendo [21] was used to transcribe the HITL utterances via a statistical language model. We note that this is a more difficult (and realistic) test of utterance classification, as ASR software may mis-transcribe, or drop, certain words during the transcription process. Test D groups the transcripts according to the following topics: altitude change, speed change, heading, direct, frequency and approach. The initial guess of terms

<table>
<thead>
<tr>
<th>Altitude</th>
<th>Speed</th>
<th>Heading</th>
<th>Direct</th>
<th>Freq.</th>
<th>Approach</th>
</tr>
</thead>
<tbody>
<tr>
<td>climb</td>
<td>mach</td>
<td>heading</td>
<td>direct</td>
<td>contact</td>
<td>via</td>
</tr>
<tr>
<td>descend</td>
<td>speed</td>
<td>heading</td>
<td>cleared</td>
<td>contact</td>
<td>descend</td>
</tr>
<tr>
<td>maintain</td>
<td>knots</td>
<td></td>
<td>cleared</td>
<td></td>
<td>arrival</td>
</tr>
<tr>
<td>flight</td>
<td>increase</td>
<td></td>
<td>cleared</td>
<td></td>
<td>runway</td>
</tr>
</tbody>
</table>

Table III: Initial topic list for test D.
### Table IV: Test descriptions, number of utterances \( (n) \), number of unique terms in the corpus \( (m) \) and accuracy rates for our proposed approach, the warm-start NMF (WS-NMF). Note “fp” refers to the number of false-positives identified by the WS-NMF Algorithm. A false positive is counted when an algorithm assigns an incorrect label to an utterance. Since each utterance may contain multiple labels, it is possible for the false positives to outnumber the actual amount of utterances.

<table>
<thead>
<tr>
<th>Test</th>
<th>Description</th>
<th>( n )</th>
<th>( m )</th>
<th>WS-NMF Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>Human-transcribed utterances from ZTL Sector 16. Covers the en-route portion of the DAWGS SID from FL150 to FL230.</td>
<td>804</td>
<td>6735</td>
<td>99.20% (fp: 11)</td>
</tr>
<tr>
<td>B</td>
<td>Human-transcribed utterances from ZTL Sector 32. Covers the en-route portion of the DAWGS SID from FL240 to FL290.</td>
<td>633</td>
<td>5350</td>
<td>98.66% (fp: 4)</td>
</tr>
<tr>
<td>C</td>
<td>Human-transcribed utterances from ZTL Sector 50. Covers the en-route portion of the FLCON star from FL240 to FL340.</td>
<td>1821</td>
<td>11222</td>
<td>99.72% (fp: 2)</td>
</tr>
<tr>
<td>D</td>
<td>ASR-transcribed utterances from a northern California HITL. The software Loquendo was used to transcribe the utterances.</td>
<td>276</td>
<td>1384</td>
<td>86.58%</td>
</tr>
</tbody>
</table>

### Table V: Partially labeled LDA (PL-LDA) accuracy, tests A-D, for various tolerances \( \delta \). Best results, for each test, are shown in bold font. Note that, for test D, we only consider an algorithm’s ability to identify the dominant topic. This was accomplished by taking the maximum value of the matrix \( H \), per row. Note that this methodology was not applied to tests A-C, as those tests try to identify multiple topics, if they exist.

<table>
<thead>
<tr>
<th>Test</th>
<th>( \delta = \epsilon_{\text{mach}} )</th>
<th>( \delta = 10^{-2} )</th>
<th>( \delta = 10^{-3} )</th>
<th>( \delta = 5 \times 10^{-4} )</th>
<th>argmax( (H_{\text{row}}) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>87.82% (fp: 3413)</td>
<td>87.34% (fp: 3044)</td>
<td>89.01% (fp: 276)</td>
<td>90.34% (fp: 203)</td>
<td>87.68% (fp: 102)</td>
</tr>
<tr>
<td>B</td>
<td>86.73% (fp: 2616)</td>
<td>86.73% (fp: 1910)</td>
<td>90.68% (fp: 227)</td>
<td>93.52% (fp: 123)</td>
<td>94.92% (fp: 62)</td>
</tr>
<tr>
<td>C</td>
<td>80.99% (fp: 7630)</td>
<td>80.89% (fp: 6060)</td>
<td>90.94% (fp: 902)</td>
<td>93.85% (fp: 544)</td>
<td>84.57% (fp: 281)</td>
</tr>
<tr>
<td>D</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>75.71%</td>
</tr>
</tbody>
</table>

### Figure 1: Labeled utterances being affixed to an aircraft trajectory (red line).
Table VI: Topic weights for selected transcripts from Test C, from both the NMF approach and the partially labeled LDA (PL-LDA). The NMF weights were normalized to sum to 1, per row, to enable direct comparison with the PL-LDA. Further, note that the last column under the PL-LDA section refers to the weight of the latent (background) topic.

<table>
<thead>
<tr>
<th>Utterance Transcript</th>
<th>WS-NMF Topic Weights</th>
<th>PL-LDA Topic Weights</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Altitude</td>
<td>Speed</td>
</tr>
<tr>
<td>“delta 2032 contact atlanta center 121.35 good day”</td>
<td></td>
<td></td>
</tr>
<tr>
<td>“citrus 597 atlanta center cleared direct DIRTY”</td>
<td></td>
<td></td>
</tr>
<tr>
<td>“delta 2143 descend and maintain flight level 240”</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>“citrus 204 cleared direct DIRTY descend and maintain flight level 310”</td>
<td>0.3077</td>
<td>0</td>
</tr>
<tr>
<td>“ASQ 4688 radar detects multiple scattered cells of moderate to heavy precipitation along the FLCON 7 arrival if you need to deviate advise”</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

are prevalent in both the DAWGS SID and the FLCON STAR (for the flight levels we consider), though the FLCON STAR has a significant amount of speed and vectoring related utterances as well. In turn, this information can be used to provide insight into the operating status of a procedure. The utterance topic counts can also aid controller workload studies; it has been asserted in [22], and many other studies, that the number of communications and instructional clearances are correlated to higher subjective controller workload ratings. Classified utterances can also be used as inputs to controller workload models.

We can delve deeper into the FLCON STAR utterance data by examining the geospatial bins associated with each utterance – in essence performing a geospatial heatmap analysis. We affix the speed, altitude and vectoring topics to their respective trajectories, and feed the extracted latitudes and longitudes to a geospatial binning algorithm called “geohashing” [23]. Essentially, geohashing creates a two-dimensional histogram of the earth’s surface, where each bin has a standardized boundary and size per precision level. Each geospatial bin has an approximate dimension of $4km \times 5km$, corresponding to precision level 5 in the geohashing algorithm. Figure 3 highlights the geospatial bins, with the appropriate intensity, overlaid on the FLCON STAR for the speed, altitude and vectoring topics. This information is particularly important, as this will allow us to find potential inefficiencies in new or redesigned procedures. An example use-case might be to study where flights get vectored off optimized profile descents (OPDs). Another example use-case could examine where “outlier” utterances (i.e., utterances which did not map to any of the topic lists) occur.

V. Conclusion

The increasing availability of pilot-controller communication data, whether in the form of voice data or digital text messages, necessitate technologies which facilitate their analysis. Rapid analysis of such communication data can greatly aid and expedite aircraft safety analysis, procedure analysis and understanding/modeling air traffic controller workload. In this paper, we presented a methodology for classifying transcribed air traffic controller utterances (either manually or via automatic speech recognition software), via the non-negative matrix factorization (NMF). We claim that the NMF is an effective tool for classifying air controller utterance transcripts for three reasons. First, the NMF optimization process lends itself to “warm-start” strategies, allowing us to leverage our aviation domain knowledge. Second, the non-negativity of the topic weights that stem from the NMF are readily interpretable, which is useful for the labeling (classification) process. Third, when coupled with the warm-start approach, a simple variant of the NMF – namely, Lee and Seung’s algorithm – produces excellent classification results. We consider Lee and Seung’s multiplicative update rules for the following reasons: they are easy to implement and parallelize (due to the availability of scientific software capable of matrix-matrix multiplications), they are minimally reliant on tunable parameters, and together, they form a provably convergent scheme. Results on four transcript datasets (from Atlanta Air Route Control Center and a human-in-the-loop simulations) show the promise of our approach; manually transcribed utterances were classified with an 98% accuracy rate and ASR transcribed utterances were classified with an 86% accuracy rate.

We also compared the NMF to the PL-LDA in this work. We show that for static data classification, the NMF has the same inference capabilities as the PL-LDA (such as outlier detection and multiple-topic association). Further, we note that in the tests we consider here, the NMF performed considerably better than the PL-LDA at utterance classification. The NMF also generated significantly less false-positive classifications of utterances. We acknowledge that LDA and its variants (including the PL-LDA) are more suited for data-streaming analysis; after analyzing a training set, the LDA algorithm can more easily approximate the topic distributions of new
documents. With the NMF, introducing new documents for classification would likely necessitate solution of another optimization problem.

This work also proposed utterance transcription analysis methodologies that can be enabled or expedited via technologies presented in this paper. After applying the classification algorithm, we can easily monitor utterance topic counts associated with a procedure. This, in turn, could be used in a variety of ways such as: inputs to a controller workload model, tracking the operating conditions of a center, etc. We also showed that affixing the utterance topics to their respective locations and trajectories can enable geospatial analysis of procedures. In the future, we wish to explore adaptive schemes for computing $\alpha$ in algorithm 1. We hypothesize that it may improve classification performance to choose a different value for $\alpha$ for each pertinent entry in the initial topic matrix $W^0$, corresponding to the probability that a term belongs to a topic group. For example, we might consider making $\alpha$ a function of the ASR per-word confidence scores. Relating the probabilistic interpretation of the ASR per-word confidence score to the probabilistic interpretation of the NMF initial guess remains to be completed, and is the topic of future research.
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